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We’ve all heard tales of multimillion dollar mistakes 
that somehow ran off course. Are software projects that risky 

or do managers need to take a fresh approach when 
preparing for such critical expeditions?

Mark Keil, Paul E. Cule, Kalle Lyytinen, and Roy C. Schmidt

Software projects are notoriously difficult to manage and too many of

them end in failure. In 1995, annual U.S. spending on software projects reached approx-

imately $250 billion and encompassed an estimated 175,000 projects [6]. Despite the

costs involved, press reports suggest that project failures are occurring with alarming fre-

quency. In 1995, U.S companies alone spent an estimated $59 billion in cost overruns on

IS projects and another $81 billion on canceled software projects [6]. One explanation for

the high failure rate is that managers are not taking prudent measures to assess and man-

age the risks involved in these projects.
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Advocates of software project risk management
claim that by countering these threats to success, the
incidence of failure can be reduced [4, 5]. Before we
can develop meaningful risk management strategies,
however, we must identify these risks. Furthermore,
the relative importance of these risks needs to be
established, along with some
understanding as to why
certain risks are per-
ceived to be more
important than oth-
ers. This is necessary
so that managerial
attention can be
focused on the areas
that constitute the
greatest threats. Finally, iden-
tified risks must be classified in a way that
suggests meaningful risk mitigation strategies.

Here, we report the results of a Delphi study in
which experienced software project managers identi-
fied and ranked the most important risks. The study
led not only to the identification of risk factors and
their relative importance, but also to novel insights
into why project managers might view certain risks
as being more important than others. Based on these
insights, we introduce a framework for classifying
software project risks and discuss appropriate strate-
gies for managing each type of risk.

Since the 1970s, both academics
and practitioners have written
about risks associated
with managing soft-
ware projects [1, 2, 4,
5, 7, 8]. Unfortu-
nately, much of what
has been written on
risk is based either on
anecdotal evidence or on studies
limited to a narrow portion of the development
process. Moreover, no systematic attempts have been
made to identify software project risks by tapping
the opinions of those who actually have experience in
managing such projects. With a few exceptions [3,
8], there has been little attempt to understand the
relative importance of various risks or to classify

them in any meaning-
ful way. Thus, there
is a need for a more
systematic investiga-
tion to identify the

major risks that can
impact software projects, to

classify these risks, and to develop
appropriate strategies for each class of risk.1

In terms of previous efforts to identify risk factors,
Boehm’s work [4] has probably had more influence
on the practitioner community than any other.
Boehm’s “top 10 list of software risk items” was
built upon his experiences in the defense industry in
the 1980s. The projects and environments that were
the basis of Boehm’s work might not, however, 
be representative of those in typical business 

enterprises. Furthermore, both the 
organizational and technological

landscape has changed
considerably since

Boehm’s work
a p p e a r e d ;
new organi-
z a t i o n a l

forms and
systems devel-

opment environments
have emerged, new mechanisms

have evolved for acquiring systems (for
example, outsourcing and strategic alliances), and
the centralized, mainframe-centric, systems architec-
ture has given way to distributed computing. For all
of these reasons, we judged it to be an appropriate
time to reexamine the risk issue.

Our study was designed
to address two basic
questions: What are the
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1In decision theory a risk may lead to either positive or negative consequences.
Although Charette [5] defines software risk along decision-theoretic lines, the bulk of
software risk management literature traditionally has focused on the negative outcomes
[2]. Consistent with the focus on negative outcomes, we define a risk factor as a con-
tingency that constitutes a serious threat to the successful completion of a software
development project.JA
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factors that software project managers perceive as
risks and which of these factors do they consider
most important? Can the risk factors be categorized
in such a way as to provide insight into appropriate
risk mitigation strategies? 

To address these questions we assembled panels of

experienced software project managers in different parts
of the world—Finland, Hong Kong, and the U.S.—
and asked them to first identify specific risk factors and
then rank and rate them in terms of their importance.2

Two very interesting results emerged from the
study. In terms of identifying and rating risk factors,
there were nearly a dozen factors that all three pan-
els viewed as important, suggesting the existence of
a universal set of risks with global relevance. Inter-
estingly, risks that were viewed to be most serious
were often those seen as being outside the direct con-
trol of the project manager. This observation pro-
vided us with a means of categorizing the risk factors
in a useful way. Accordingly, to address the second
question we introduce a framework based on two
dimensions: perceived level of control, and perceived rela-
tive importance of the risk. We then speculate on possi-
ble strategies for managing each type of risk. 

Perhaps the most interesting finding is that three
independent panels, representing very different

countries and cultures, selected a common set of 11
risk factors as being among the more important
items. While there were differences across panels in
the level of importance ascribed to some of these risk
factors, the fact that all three panels independently
selected these 11 risk factors suggests they are, in

some sense, universal. In experimental terms, each
panel represents a replication of the same Delphi
experiment, adding credibility to our findings.

Figure 1 shows the mean importance rating
ascribed to each of the 11 risk factors for each coun-
try panel. The risk factors are ordered in decreasing
level of importance (averaging across the three pan-
els) from top to bottom.

Interestingly, only one of the 11 risk factors that
were viewed as important by all three panels
involved technology. This item—the introduction
of new technology—was not rated particularly
high relative to the other items. One reason for
this may be that software project managers feel
they can control the risks posed by new technol-
ogy. As one project manager observed: “I expect
that risk assessments concerning the technology
are fully understood, and provided for in the pro-
ject plan.”

Throughout the Delphi process, panelists shared
their insights regarding not only which risks are
most important, but why. While space does not per-
mit a full discussion of each risk factor, we discuss
some of the panelists’ explanations for the impor-
tance of the top three risk factors: lack of top man-

1 2 3 4 5 6 7 8 9 10

Lack of required knowledge/skills
in the project personnel

Lack of top management
commitment to the project

Failure to gain user commitment

Misunderstanding the requirements

Lack of adequate user involvement

Failure to manage end user
expectations

Lack of frozen requirements

Introduction of new technology

Insufficient/inappropriate staffing

Changing scope/objections

Conflict between user departments

0

HKG
USA
FIN

1 = less important,  10 = more important

Figure 1. Risk factors identified by all three panels ordered by relative importance 

2We chose an international approach to identify a broader set of risk factors and
explore possible cultural differences relating to the identification and ranking of spe-
cific risk factors. While some differences were observed across the different panels, this
focuses on the factors that were common to all three panels. Readers interested in other
aspects of the study should refer to [12].



agement commitment to the project, failure to gain
user commitment, and misunderstanding the
requirements.

A lthough the importance of top man-
agement support is obvious, it is inter-
esting to note that our panelists chose
the term “commitment” (rather than

“support”) to indicate the strong, active role top
management must play in the project from initiation
through implementation. Many panelists saw the
lack of top management commitment as a risk that
overshadowed all others. In the words of one panelist,
“if this is not present, then all other risks and issues
may be impossible to address in a timely manner.” 

Another prime area of concern to the panelists was
the failure to gain user commitment which was
viewed as critical because it helps ensure that users
are actively involved in the requirements determina-
tion process, and it creates a sense of own-
ership, thereby minimizing the risk that
the system will be rejected. To some,
strong user commitment was seen as
something that could even compensate
for a lack of executive commitment.
This remark offered by one of the pan-
elists was typical: “The users of the sys-
tem to be delivered are the ultimate
customer of the deliverable . . . If the users
are not committed to a joint effort in which
they are heavily involved in the effort, there is a high
risk of assuming their detailed functional and busi-
ness requirements. Without their commitment, they
withdraw critical feeling of ownership and the pro-
ject has a high chance of missing the mark. Even
executive commitment lacking can be overcome by
total customer/user commitment.” 

Misunderstanding the requirements was also
viewed as a critical risk factor because, in the words of
one panelist, “requirements drive the entire project.”
Without a proper systems analysis to develop a com-
plete and accurate set of requirements there is a dis-
tinct possibility of building a system that no one wants
to use. For this reason, many panelists underscored the
importance of understanding the requirements.

A Risk Categorization Framework
One of the more intriguing findings from our study
is that risks thought to be most important are often
not under the project manager’s direct control.
When asked to explain why they perceived certain
risk factors to be more important than others, many
panelists indicated their perceptions of risk were
higher for those items over which they had little or

no control. As one panelist remarked: “The reason I
ranked customer risk so high is because I cannot
effectively control user behavior. I cannot tell my cus-
tomer’s departmental vice presidents to hold hands
and sing We Are The World, when that is what the
project desperately needs.”

The notion of control and its relationship with
perceived importance enabled the development of a
framework for mapping different types of risk.

We mapped the different types of risk identified
by our panelists into a 2 x 2 grid (Figure 2). One
dimension of the grid is perceived importance,
which we define as the relative importance of a par-
ticular risk factor in relation to other risk factors.
Importance is some combination of risk frequency
(that is, how likely it is that the risk will occur) and
risk impact (such as, how serious a threat the risk
represents if it does occur). The second dimension,

perceived level of control, represents the
degree to which the project managers
perceived that their actions could pre-
vent the risk from occurring. Both
dimensions are obviously continuums
which, for the sake of simplicity, have
been reduced to a grid.

We first mapped the individual
risk factors into the upper or lower

half of the grid using the average per-
ceived importance scores provided by the

panelists.3 As a gauge for assessing the perceived
level of control over risk factors (whether an item
should be mapped to the left or right side of the
grid), we relied on both the panelists’ comments and
our own experience in managing projects. Once the
factors were mapped in this manner, it was possible
to derive the broader category names shown in Fig-
ure 2. Note that the numbers in the quadrants are for
reference only, and do not imply any sort of
sequence. Rather, the risks in all four quadrants
must be actively managed throughout the entire
project.4 Each of the four quadrants requires a differ-
ent approach toward managing risk.5

Quadrant 1: Customer Mandate. Many of the
panelists’ top risks fall in this quadrant. The name
for this quadrant captures the notion that successful
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3Risks rated an average of 7 or higher on our 10-point scale were classified as high
importance. Risks rated below 7 were judged to be of moderate importance. The term
“moderate” was chosen because all of the remaining risks were rated 5 or higher. The
mapping was initially performed with the 11 risk factors common to all three panels.
Additional factors viewed to be important by one or more of the three panels were then
mapped to populate the quadrants more fully and to determine if the framework had
face validity.
4Interactions undoubtedly exist across quadrants, but because of space limitations
these will not be discussed here.
5The risk mitigation strategies we discuss are somewhat speculative at this point and
are offered for illustrative purposes. More data is needed to determine how effective
these, or other, risk mitigation strategies would be in practice.



projects are very often those that have the commit-
ment of both senior management and those who will
actually use the system. Without a clear charter, or
mandate, the project is simply not viable. Relevant
questions for project managers to ask are: Does this
project have senior management commitment? Does
it have user commitment? In short, is there a clear
charter or mandate for me to complete the project? 

Examples of specific risk factors in this quadrant
include a lack of top management commitment, fail-
ure to gain user commitment, and inadequate user
involvement. All were viewed as critical items over
which the project manager had comparatively little
control. 

Quadrant 1 requires risk mitigation strategies
that create and maintain good relationships with
customers and promote customer commitment to
the project. Such relationships cannot be built
overnight. Therefore, to successfully counter Quad-
rant 1 risks, both IS senior management and project

managers must establish and maintain long-term
relationships with both their users/customers and
with company senior management. An essential ele-
ment to this relationship building is the project
manager’s need to build and maintain trust with the
users by meeting commitments. 

Projects in which either top management or user
commitment is lacking represent a high-risk propo-
sition. But, initial commitment is not enough. Once
a project has started, project managers must period-
ically gauge the level of commitment from both top
management and the user community to avoid being
caught in a situation where support for the project
suddenly evaporates. 

One approach for establishing and maintaining
commitment within the context of a specific project
is the application of “Theory-W” [3], which involves

structuring the project to meet the “win” conditions
of various stakeholders. Projects that enjoy broad-
based support across multiple stakeholders are less
risky than those narrowly aimed at gaining the com-
mitment of just one stakeholder. 

Research also suggests a number of other tactics
by which commitment to a project can be fostered
[9], including emphasizing the large payoffs associ-
ated with successfully completing the project, creat-
ing opportunities for senior managers to publicly
display their support for the project, and aligning
the project with other goals that are viewed as cen-
tral to the organization. 

In addition to the approaches already outlined,
managing the risks associated with Quadrant 1 also
involves managing end-user expectations. Problems
with user acceptance can occur whenever user expec-
tations are not realistic. 

To summarize, the risks in this quadrant cannot
be controlled by the project manager, but they can
be influenced. Project managers must take reason-
able steps to ensure that they have the support and
commitment needed to deliver a successful project
[10]. The risk mitigation for Quadrant 1 involves
relationship management, trust-building, and polit-
ical skills. Project managers must have these skills in
order to effectively address the risks in this quadrant.

Quadrant 2: Scope and Requirements. As our
name for this quadrant suggests, many of the risks
threatening software projects involve the ambigui-
ties and uncertainties that arise in establishing the
project’s scope and requirements. Relevant questions
for project managers to ask are: What is inside the
scope of the project and what is outside the scope of
the project? What functionality is essential to be
successful versus “nice to have?” In short, do I know
what I am building and how this might change over
time? 

Examples of specific risk factors in this quadrant
include misunderstanding requirements and not
managing change properly. Both are viewed as criti-
cally important items, but ones over which the proj-
ect manager has considerable control.

Quadrant 2 risk mitigation strategies should
emphasize the management of ambiguity and
change. More often than not, it is impossible to pin
down the exact requirements at the outset of a proj-
ect, hence the popularity of various evolutionary
approaches toward system development such as the
spiral model [3]. As time progresses, the scope and
requirements should become clearer and the users
should develop more realistic expectations of what
the system will do. One tactic that is helpful in
establishing the scope of a project is to specify what
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Figure 2. A risk categorization framework



will not be included in the project. To avoid the
common problem of scope creep, project managers
should educate the user/customer on the impact of
scope changes in terms of both project cost and
schedule. To further guard against Quadrant 2 risks,
project managers must be willing to draw a line
between desirable and absolutely necessary function-
ality. Techniques like multicriteria decision-making
methods and function-point analysis are useful in
such exercises.

A nother useful tactic for combating
Quadrant 2 risks is to ensure that the
project is being driven by the user
community and not the developers

[8]. Users/customers should be continually reminded
of the important role that they play in defining the
system’s functionality. As one project manager put it:
“[I tell them:] You own that application layer—
whatever you need it to look like
and however you need it to func-
tion that’s yours and if you don’t
tell me I can’t make it. I don’t know
your job. You have to tell me how it
works.”

To summarize, the risks in this
quadrant can be largely controlled
by the project manager, but do
require skillful interfacing with the
user/customer. Effective processes for
managing change and ambiguity are
needed. The real danger associated with
Quadrant 2 is that project managers may overesti-
mate their own abilities or fail to realize their own
limitations. In either case, this can lead to an under-
estimation of the risks associated with this quadrant
or a failure to develop appropriate risk mitigation
strategies. 

Quadrant 3: Execution. The risks in Quadrant 3
concern the actual execution of the project. Relevant
questions for project managers to ask are: Can the
complexities of the system development and imple-
mentation be managed successfully? Do I have
enough people with the requisite skills and knowl-
edge? In short, given what I know about the project
scope and requirements, do I have a team in place
that can successfully execute this project? 

Examples of specific risk factors in this quadrant
include many of the traditional pitfalls associated
with poor project management [3]. Issues of inap-
propriate or insufficient staffing, lack of effective
development process methodology, poor estimation,
and improper definition of roles and responsibilities
can all be located in this quadrant. In general, the

experienced project managers who served as our pan-
elists believed they had reasonable control over these
risks, and hence they regarded them as moderate
rather than high-risk items. 

The risk mitigation strategy for Quadrant 3
should emphasize internal evaluations coupled with
external reviews to keep a project on track. Tactics
include using disciplined development processes and
methodologies to break the project down into man-
ageable chunks, clearly defining roles and responsi-
bilities, and developing contingency plans to cope
with staffing shortfalls and new technologies. That
is, to successfully counter Quadrant 3 risks, project
managers must follow an established development
methodology and proactively anticipate and respond
to events that can threaten the development process. 

It is important to note that under normal circum-
stances, Quadrant 3 risks should not pose a serious
threat to the project (hence, their low perceived

importance). Basically, risks that fall in this quad-
rant are generally within the project man-

ager’s realm of control. But project
managers cannot afford to become

complacent in their handling of
these risks. Failure to manage the

risks in this quadrant can result in
poor quality software that is deliv-

ered late and over budget (if it is
indeed delivered at all).

Quadrant 4: Environment. Risks in
this quadrant can be traced to the project

environment that exists both inside and
outside the organization. While our panelists focused
their attention on internal risks, this quadrant could
include risks in the external environment (for exam-
ple, natural disasters or changes in the competitive
environment). Relevant questions for project man-
agers to ask are: What are the things that can happen
inside the organization that would threaten this
project? What are the external events that could
threaten the project? In short, what are the things
that can go wrong that we haven’t addressed in the
other quadrants? 

Examples of specific risk factors in this quadrant
include changing scope/objectives (due to changes in
senior management or the business itself), and con-
flicts that may arise between user departments. 

The risks in Quadrant 4 are those over which the
project manager has little or no control. They have a
low likelihood of occurrence and are, therefore, not
viewed as being terribly important. Yet, when they
hit a project, they can be significant and dangerous.
Quadrant 4 risks are among the most difficult to
anticipate and plan for because there is a dearth of
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experience in dealing with them. Contingency plan-
ning, including concepts and tactics associated with
disaster planning, is the most sensible strategy for
dealing with Quadrant 4 risks. Scenarios represent
another approach for developing plans to deal with
these risks should they occur. 

Conclusions
Using a systematic approach, we tapped the
experience of more than 40 software project
managers from around the globe to iden-
tify a universal set of risk factors. The
three most important risk factors
were judged to be a lack of top
management commitment to the
project, a failure to gain user com-
mitment, and a misunderstanding the
requirements. These and the other identified risk fac-
tors can serve as a useful checklist for conducting risk
assessments of software projects [12]. 

One of the most interesting findings from this
study is the fact that the risks perceived to be most
important often lie outside the direct control of the

project manager. Most panelists indicated their
perceptions of risk were higher for those items over
which they had little or no control. Based on this
observation, we developed and presented a typol-
ogy of project risk factors and used this to suggest

possible risk mitigation strategies. One
of the strengths of this approach is that

instead of focusing on individual risk fac-
tors, it provides a higher-level frame-
work for thinking about four distinct
types of software project risk (and 
different strategies for addressing each
type).

In comparing our results to Boehm’s,
we find that some of the most important

risks identified by our panelists (such as,
risks relating to customer mandate) are miss-

ing entirely from Boehm’s top 10 risk list [4].
Instead, Boehm’s list (and much of the existing soft-
ware project risk literature) focuses on what we have
labeled “execution” risks. One explanation for this
may be that Boehm and others chose to focus on
those risk factors over which the project manager has
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This study employed a varia-
tion on the traditional Delphi sur-
vey approach designed to elicit
opinions from a panel of experts
through iterative, controlled
feedback. Three expert panels
were formed by recruiting from
among experienced project man-
agers in each country. A total of
45 software project managers
were initially recruited for the
study and 41 of these individuals
chose to participate in all phases
of the research; 19 on the USA
panel, 13 on the Finnish panel,
and 9 on the Hong Kong panel.
On average, panelists had 16
years of work experience and had
managed more than 20 software
projects.

We adopted a method for the
Delphi survey developed by
Schmidt [11] which provides a
statistical measure of consensus
within the panel and allows com-

parisons to be made across mul-
tiple panels. The Delphi survey
consisted of three phases. In the
first phase, a brainstorming
round was conducted to elicit as
many risk factors as possible
from each of the panels. The out-
put of all three panels was then
consolidated to produce a list of
53 risk factors. The consolida-
tion process ensured the three
panels had access to a common
list of factors with common defi-
nitions. During subsequent
phases, the panels were allowed
to operate independently, each
one selecting (and later ranking
and rating) the most important
risk factors from this common
pool of factors.

The purpose of the second
phase was to narrow the list of
items to a manageable number
that could be meaningfully ranked
and rated. This was done by hav-

ing each panelist select the 20
risks deemed to be most impor-
tant. For each country panel, risk
factors that were selected by 50%
or more of the panelists in that
country were retained for the
next phase of the study. The risk
factors retained included a set of
11 risk factors common to all
three panels. 

The third and final phase of the
study involved the actual ranking
and rating of risk factors. Ranking
and rating rounds were con-
ducted until each panel reached
an acceptable level of consensus.
Kendall’s Coefficient of Concor-
dance [11] was used to measure
the degree of consensus among
panelists for each country.
Rounds of ranking were repeated
until either the panelists reached
strong consensus or consensus
did not change from one round
to the next. 

How the Study was Conducted



a relatively high degree of control. One implication
of our study, however, is that project managers
should not restrict their attention to project execu-
tion risks. Instead, they should determine if they
have the support and commitment to carry out the
project (Quadrant 1); manage the ambiguity and
change associated with establishing system scope
and requirements (Quadrant 2); select a risk-driven
execution strategy (Quadrant 3); and be able to
anticipate and respond to unexpected changes in the
environment (Quadrant 4). Accordingly, the frame-
work presented here encourages managers to explore
a broader set of factors in performing risk assess-
ments. Looking to the future, the effectiveness of dif-
ferent strategies for managing each type of risk needs
to be carefully assessed.  
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